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Introduction: 

This document will present the current state of the multi-channel QIE board that will be designed for the Tevatron IPM project. The motivation of this document is to present the current design ideas. This document will discuss the basic architecture as well as the key parts that are necessary for the design to materialize.

System Architecture:

The QIE for IPM front end (QIFE) board is the front end portion of the IPM data acquisition (DAQ) system. The following diagram shows in block diagram form the basic architecture and data flow of the DAQ system:

The system design will be based upon the only rad-tolerant serializer that we are able to procure at the time of designing the prototype QIFE. The rad-tolerant serializer that will be used is the Gigabit Optical Link (GOL) that was developed for CMS at CERN. The GOL serializes data at a maximum rate of 1.6 Gbps. This 1.6 Gbps rate allows the data from a maximum of 8 QIEs to be serialized on a single serial link. The serialization rate achievable using 8 QIEs per fiber without combining CAPID bits is as follows:


9 bits/QIE * 8 QIEs * 15.17 MHz =  1.092 Gbps; after 8B/10B (  1.366 Gbps 

If we decide to keep only 1 set of CAPID bits per board then the data rate becomes:


(7 bits/QIE * 8 QIEs + 2 CAPID bits) * 15.17 MHz  =  880 Mbps ( 1.100 Gbps

The information above is very important to determine what types of additional information may be embedded into the data stream.

Specifications:

The following set of specifications were developed by the author, and may need to be refined to truly represent the needs of the project. However the specifications listed have been developed as the result of several meetings with various members of the project group. The specifications have been broken down into two different segments: functional description and performance requirements.


Functional Description:

· Digitize the charge data of 8 QIEs operating in both calibration mode and normal non-inverting mode.

· Relay the following flags to closest QIE clock cycle:

· Proton

· Pbar

· Multiplex data for serialization via an optical link

· Integrate charge at rate of 2RF/7

Performance Requirements:

· Operation reliable up to 20 krad total ionizing dose (TID)

· Noise level: 0.5 – 1LSB RMS

· Minimum signal (resolution): ~1 fC

· Provide additional 4- 26 bits of header data for each integration cycle

· High speed serial data out using optical link @1.6 Gbps

Power Consumption:
	
	Power per chip
	Chips on board
	Total power

	CMS QIE8
	600 mW @5 V
	8 
	4.8 Watts @ 5V

	Serializer (TLK2501/GOL)
	360 mW @2.5V
	1
	0.360 Watts @2.5V

	VCSEL
	37.5mW @2.5V
	1
	0.0375 Watts @ 2.5V

	FPGA
	900 mW @3.3V
	1 
	0.900 Watts @3.3V

	PECL Receivers
	110 mW @3.3V
	36
	3.96 Watts @3.3V

	LVDS-PECL terminations
	36mW @ 3.3V
	36


	1.3068Watts @ 3.3V

	PECL-PECL terminations
	52 mW @ 3.3V
	12


	0.622 Watts@ 3.3V

	PECL Clock fanout (MC100LVEP111) 
	400 mW @3.3V
	1
	0.400 Watts @ 3.3V






   




  12.4Watts per board 

The power consumption estimates in the table above are listed in wattage. The values are listed in wattage to account for the varying operating voltages of all of the chips. Listing the values in wattages also enables the selection of an acceptable power supply. Different core voltages will be converted using linear regulators to step down the voltage from a higher voltage power supply. It is desirable to send a higher voltage from the power supply to the QIFE boards to ensure that less power is dissipated in the power supply cables and more power is actually transmitted to the boards.

CKM QIE Test Beam Board:


The QIFE board is to be based upon the CKM QIE Test Beam Board (QTBB). The QTBB board is a very simple front end board that simply multiplexes and serializes QIE data out over an optical link to a remote PC. The selling point of the 

QTBB board is its simplicity, and flexibility. The simplicity was a great benefit when debugging the QTBB board. The QTBB board requires no initialization or programming; once the board is powered, it continuously sends QIE data to the test stand. 

The QTBB board is very flexible by design and has many possible modes of operation that are set by jumpers, resistors, or firmware updates. The block diagram below breaks the QTBB board down into its functional units:
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Changes from CKM QTBB:

The changes between the QIFE and the CKM QTBB essentially relate to three goals: minimizing overhead, adding provisions for multiple boards operating together, and improving radiation-hardness.

The CKM QTBB has the overhead of NIM level inputs and outputs for control and a parallel data bus for testing. The removal of the extra inputs and the NIM-level logic generation circuitry removes the necessity for a –5V power supply and decreases board power consumption by roughly 2 Watts. The final QIFE board will have more inputs for controlling board parameters than the QTBB board. However, the only reason that the current QTBB does not need more inputs for mode control is because all of the mode control is hardwired. In order to change operational modes for the QTBB, resistors are removed, jumpers are placed, or the PLDs are reprogrammed. For the QIFE boards, this is not an option since the boards will reside in a radiation environment. The QIFE cannot have mode control determined using resistors and jumpers since attempts to replace resistors or jumpers will require that the radiation dissipate from the PC board before any technician will be allowed to change the configuration. Also the QIFE will use rad-hard one-time-programmable devices for the logic section, so reprogramming the programmable devices to switch modes is not an option. The other unnecessary portion of the QTBB design was the parallel readout port used for testing purposes. The removal of the parallel data bus for testing also significantly reduces the power consumption and reduces parts count. 

The next key modification to the core design of the CKM QTBB is that the QIFE board is not an R&D testing board and must interoperate in a system with fifteen (15) other QIFE boards. The system block diagram in the system architecture section shows that 16 QIFE boards share Tevatron timing information and will reside in a single crate. To power these boards and provide the necessary clocks, a backplane interface must be developed and implemented on each QIFE board. This backplane interface does not need to be complicated, but it is a departure from the core QTBB design and adds some complexity. The block diagram below shows that most of the functional elements are the same as the QTBB. However, the physical locations have changed due to the need for a backplane. 
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The last key modification to the core design of the CKM QTBB is that all of the parts must be qualified, tested, or designed to be tolerant of moderately high radiation doses. The generally accepted figure is that all parts must function at least as well as the QIE, which has a maximum total ionizing dosage (TID) of 20 kilorads (krad). Fortunately, many of the parts from the QTBB board are radiation tolerant; this good fortune is a result of the QTBB design being derived from a CMS testing board. The CMS project has put significant effort into testing and verifying the radiation tolerance of all components of their front end boards. We hope to take advantage of the research that the CMS project has conducted and use parts that are either verified by the manufacturer, or the CMS project as radiation tolerant. It is important to demonstrate the reliability of each key component in a radiation environment. The following is a list of the key integrated circuit (IC) components of the QIFE board:

1) 8 QIE chips

2) 1 PECL 1:10 clock fanout driver

3) 1 Antifuse FPGA

4) 36 PECL to TTL level converters.

5) 1 vertical cavity surface emitting laser (VCSEL)

6) Linear regulator 

All of the above key parts have been validated at high radiation levels except the linear regulator. Fortunately linear regulators are general-purpose integrated circuits and are often used in high-radiation environments (aerospace, etc.). As a result, there are numerous commercially available solutions when searching for a rad-hard linear regulator.

Data Synchronization:

As the QIFE board and DAQ system will be based upon two asynchronous clocks, it is very important to understand the relationships between these two clocks and its impact on the data. The two clocks that must be present for the system to operate reliably are the system clock and the serializer clock.

The system clock is based upon the tevatron RF cycle. The frequency of the system clock is actually two-sevenths of the tevatron RF frequency or 15.17 MHz. Unfortunately the frequency of this clock varies slightly with the Tevatron’s mode of operation. This variation in the system clock makes it unsuitable for use as the serializer clock due to its frequency variation. 

To enable reliable serialization, a separate high-precision crystal is located on the QIFE. The frequency of this crystal depends upon the bit-rate of the serializer and for our purposes is a factor 40 times smaller than the actual data rate of serialization. The GOL ASIC accepts a 40MHz clock and a 32-bit data word for serialization at the data rate of 1.6Gbps.


Since this system is based on two asynchronous clocks that are not pure harmonics of one another, there is a definite need to ensure that data is not lost or re-transmitted. Either situation makes the data acquisition a more complex problem. To make the receiving of the serial data the simplest, only relevant data will be transmitted. Any stale data will not be transmitted during its respective serializer clock cycle. Instead an idle (K28.5) character will be sent, which will notify the receiver that the previous word was not valid data. One requirement that will be made is that there must be a fixed-length data frame format. This simplifies the encoding and decoding processes by not requiring large amounts of memory and decision circuitry. The fixed length data frames may be separated by IDLE characters of arbitrary length. 

Over time the two clocks will be related in a semi-periodic way, and this relationship will be discussed below:

Digitizing 8 QIEs @ 1.6 Gbps using GOL ASIC:

For an 8-channel board using the CERN GOL chip for serialization at 1.6Gbps, the serializer clock would be 40 MHz. The relationship between these two clocks is such that it will take several cycles of the system (QIE) clock for there to be an extra serializer clock cycle. The calculations based upon ideal clocks (no frequency variation) would look as follows:

Clock period relationship:

System clock period =  1 / 15 MHz = 65.908 ns

Serializer clock period = 1 / 40 MHz = 25 ns

Ration of Serializer clocks per system clock period =  2.64:1 
Data bus width relationship

QIE data bits generated each QIE clock = 58 bits (keeping only 1 CAPID)

GOL data bus width = 32 bits

Ratio of bits transferred per clock cycle =  1.81

These two relationships must be used when designing a fixed-length data frame format. The clock period ratio of 2.64:1 defines the fixed clock relationship and as a result, the maximum ratio of output (serializer clock) data words-to-input (qie clock) data words. This ratio of course refers to integer number of input data words and output data words. It is possible to transfer less information than this ratio by utilizing IDLE characters. However, it is beneficial to utilize as much bandwidth as possible. The data per cycle ratio of 1.81 defines the minimum ratio of serializer words to QIE words to ensure that there is not an overflow and loss of relevant data. There are really three tradeoffs that must be balanced when designing the data format:
1) Bandwidth utilization

2) Ease of encoding/decoding

3) Information for each QIE clock cycle

The two ratios define the upper and lower bounds of the ratio of serializer clock cycles per qie clock cycle of the fixed length data frames. The following examples will demonstrate some of the tradeoffs.

Single QIE clock cycle design:

The use of a single QIE clock cycle means that only integer ratio values are achieveable. As a result, a ratio of 2 provides the only solution that lies within the ratio boundaries. Thus the data frame has a length of 2 and it transmitted after every QIE clock cycle. The amount of data sent in this case is 64 bits, so 6 additional bits are provided every data frame. However, the ratio of 2 means that a significant portion of the time, IDLE characters are being sent and bandwidth is being wasted. Effectively, on average 2*2RF/7*32bits/cycle = 971 Mbps are being transmitted as the data rate. This data rate amounts to only 76% bandwidth utilization.
2 QIE clock cycle design

The use of 2 QIE clock cycles provides to acceptable solutions: a 4 word data frame and a 5 word data frame. These two solutions provide ratios of 2 and 2.5 respectively. The second solution is much preferred as it provides the maximum in terms of bandwidth utilization and extra data per QIE clock cycle. Using a 5 word frame, the amount of extra bits per QIE clock is as follows:


Extra bits  per QIE clock  =  
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Extra bits  = 22 per QIE clock cycle

Using the 5-word frame also yields a high bandwidth utilization of 1.21 Gbps of a possible 1.280 Gbps or 94 % utilization. 

As you can see, using a 5 word frame based upon 2 QIE clock cycles provides a very good solution. An even better utilization of bandwidth may be achieved by utilizing a 13 word frame based upon 5 QIE clock cycles (2.6 clock ratio, 98% bandwidth utilization, 25.2 bits per QIE clock). However, as the data frame grows larger, more memory is required to build and decode the frame and a more complex state machine is required to control the frame builder and the frame decoder. These calculations represent ideal conditions with ideal FIFOs, the real-life implementations will definitely bring other concerns such logic propagation delays. As a result, it is beneficial to step back a bit from the maximum bandwidth utilization to allow for propagation delays, and clock frequency variances.
Logic Design:

The last section discussed the need for a method of synchronization. Synchronization actually represents two steps: metastability protection and data storage. Using a FIFO core implements the both the metastability protection and the data storage that is required. The FIFO has both read and write clocks which may operate asynchronously to one another. The internal circuitry ensures that the device does not fall into metastability. The required memory depth may be selected by the user to ensure that no data is lost. The data storage process mainly consists of building a data frame and holding any new data in memory until the previous frame is finished transmitting. Once a full data frame is accepted, the FIFO transmits the frame at the serializer clock frequency. The diagram below shows the basic architecture of the programmable logic. Although the core of the FPGA functionality is the multiplexer implementation, there is a need to provide testing and mode control capabilities within the FPGA. As a result, there are four sections of the FPGA design: master/mode control, qie control, serializer control, and multiplexer module.
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Master/Mode Control:

The master control module receives the mode control information from the header board and determines the mode of operation of the QIFE board. The QIFE board has two operational modes: testing mode and run mode. The testing mode sends out counter data instead of QIE data. This testing mode will be very useful for determining system-level latencies. The run mode transmits real QIE data, and actually has several sub-modes which determine the operational mode of the QIE.


QIE Control:

 The QIE control module is responsible for relaying the operational mode from the master control module to the actual QIE chips and must decode the control signals as well as handle resets correctly.

Serializer Control:

The serializer control is responsible for setting up, initializing and sending data to the GOL chip. Especially important is the serializer initialization and reset control since for certain serializers such as the GOL, initialization and resetting may be non-trivial.

Multiplexer Module:

The multiplexer module is performs a very simple time division multiplexing (TDM) operation. The multiplexer streams data out at the serializer clock rate and determines when to disable the serializer so that data is synchronized and transmitted correctly to the receiver board.

Header Data:


The QIFE boards will embed accelerator timing in their data stream, so that a precise and absolute time reference is known for each data point with respect to a start acquisition signal. The accelerator timing information will be based upon the proton and anti-proton revolution timing. The amount of header data that will be transmitted depends on serialization rate and the number of QIEs that must be present on each QIFE board. The number of bits available for header information are calculated below:


8 QIEs per board @ 1.6Gbps:

header bits  =  (1.28 Gbps data payload – ( 8 QIEs * 7 bits / QIE + 2 CAPID bits) * 15.17 MHz) / 15.17 MHz 

header bits =  26 bits per QIE clock cycle
However, due to the fixed data bus width of 16 or 32 bits, the header bits must be spread over several serializing cycles. It may not be feasible to implement the usage of all 26  bits of header data. Using 14 header bits provides a good tradeoff between design complexity and available header data. The use of additional header bits causes the design to require more memory and it complicates the state machine internal to the programmable device. Excessive complexity ma12y require the use of a larger, more expensive programmable device as well adding precious time the development time of the firmware.

The QIFE board will attempt to implement 14 header bits for each QIE clock cycle. The breakdown of what header bits will be present will be discussed in this section. The QIFE board will use 2 of the QIE operational modes for each biasing setting: calibration mode and auto-ranging mode. These two operational modes may be relayed in one bit of header information. After QIE mode information is added to the header, there are 13 bits left for markers and timing information. The required markers are as follows: proton marker, pbar marker, data/no data tag, and injection marker. These markers sum to 4 additional bits. The remaining information may be timing information. An alternative portioning of header data can be imagined where the only necessary markers for every cycle are one marker (p or pbar) and qie mode. In that partitioning scheme, 12 bits are available for timing information every qie clock cycle.

The Tevatron timing information is to come from the VUCD board, which will transmit the Tevatron RF clock as well as both the proton and anti-proton revolution markers to the header board. The header board that shares the crate with 16 QIFE boards will send a QIE clock and a header data word to the 16 QIFEs via a backplane. 

The desired additional timing information for the QIFE boards is based upon proton and antiproton (pbar) revolution markers and the accelerator RF. The timing information is generated on the header card and is shipped downstream to each QIFE card simultaneously over a data bus. The information that is placed upon the data bus is actually one of four (5) possible counters. The following counters reside within the header board:

· Proton revolution counter

· Antiproton revolution

· Proton OR antiproton revolution

· QIE clock counter

· RF counter

The transmitted header data word is determined by the mode control inputs of the header card. The QIE clock counter and RF counter may be useful for development and testing purposes whereas the proton and antiproton revolution counters are used by the DAQ system for data logging. 

There are two perceived modes of operation for the DAQ system: soft trigger and hard trigger mode. The hard trigger mode simply stores a preset number of data words based upon some trigger condition. This trigger condition may be based upon the integrated charge data, timing counter information, or any more complex combination of the data. The soft trigger mode forces a preset number of samples to be stored immediately. This trigger functionality occurs at the readout card layer of the DAQ system since the QIFE continuously digitizes and ships out data regardless of its operating modes.
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QIE for IPM Front End Board Block Diagram



QIEs,

Biasing, and

Interface 

Power

Supply

Clock

Distribution

Circuitry

QIE clock = 17.6 MHz

Serializer clock = 80 MHz

9 Bits



9 Bits

9 Bits

9 Bits

Laser Optical Module

1.6Gb/s

Optical Link

+5V

+3.3V

2.5V

9 Bits

9 Bits

9 Bits

9 Bits

Logic and Control

FPGA Module 

8 Point to point PECL Clock Pairs

BACKPLANE



Header Word

Serializer

Data and control @ 80 Mhz



PECL

QIE

clock








_1142082603.unknown

_1122211166.ppt


CKM Test Beam Board Block Diagram
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