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Abstract:

We describe a track segment recognition scheme called the Tiny Triplet Finder (TTF) that involves the grouping of three hits satisfying a constraint, for example, forming a straight line.  The TTF performs this O(n3) function in O(n) time, where n is number of hits in each detector plane.  The word “tiny” reflects the fact that the FPGA resource usage is small.  The logic element needed for the TTF is O(N*log(N)), where N is the number of bins in the coordinate considered, which is significantly smaller than O(N2) that many typical implementations of similar functions need to use.  The TTF is also suitable for software implementation and many other pattern recognition problems.

Summary:

Track segment finding is an essential process in trigger systems for many HEP experiments.  In the Fermilab BTeV trigger system, hits from three adjacent silicon detector planes, forming a straight-line segment in the non-bend projection, must be grouped into track segments called “triplets”.  Using three layers of nested loops, this process normally needs an execution time of O(n3), where n is the number of hits per plane, to examine all three-hit combinations.  This triplet-finding process is what comprises the first level of the BTeV trigger system.
In FPGA implementations of similar functions, the execution time is limited to O(n) to match the data fetching time. Two layers of loops must be “unrolled” that normally takes up a dominating portion of the silicon resources.  The number of logic elements typically needed is O(N2) where N is the number of bins in the coordinate considered.  

The Tiny Triplet Finder (TTF) algorithm we have developed performs the triplet finding function with only O(N*log(N)) logic elements, which is significantly smaller than O(N2) for large N. 
The TTF operation is as fast as other typical implementations.  The hit data from two outer planes are first fetched into the TTF.  The full data are stored in buffers while the hit coordinates are used to fill two bit maps.  Then the hit data from the middle plane are read in one by one.  The coordinate of each hit in the middle plane controls the relative shift between the two bit maps.  The two shifted bit maps are feed through bit-wise coincident logic to find possible matching hits that represent possible candidates of triplets.  After several steps in the internal pipeline, the matched candidate triplets pump out the TTF clock cycle by clock cycle.  In a well designed TTF, the number of clock cycles needed to process an event approximately equals the one to fetch hits from the two outer planes plus the one to read in the hits in the middle plane.  It is approximately 2n, or O(n) where n is number of hits in each plane.  There are nonlinear terms due to triplet misidentifications but they are small when the hit multiplicity is not too high.
We have designed and compiled the TTF in a low cost Altera Cyclone FPGA for number of bins N=64 and 128.  The TTF fits in the device easily and simulations show that it functions as expected with acceptable clock speeds.  
We will also report the results from the algorithm simulation based on the data files of hits that are produced by GEANT simulations for the BTeV detector.

The TTF algorithm uses no special logic process other than shifting and bit-wise AND/OR.  Therefore, it is suitable for software implementation in higher-level trigger or offline data analysis code.  For most computer processors the execution time can be reduced from O(n3) to O(n).

Further applications include colliding central detector cases, where TTF can be used for finding arc segments (that pass through the collision point).  
Beyond track segment finding, the TTF may be applied to hit recognition problems in time-of-flight counters, multi-wire chambers and GEM and MICROMEGAS detectors.

